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Figure 1. Tilt Displays. (a) Flat screen configurabn; (b, ¢) User holding 12cmx12cm portable prototye; (d) Collaboration Mode;
(e) Individual modules in (clockwise from top left)down, up, tilt left, tilt right, tilt forwards and tilt backwards configurations.

ABSTRACT

We present a new type of actuatable display, calligd
Displays, that provide visual feedback combined hwit
multi-axis tilting and vertical actuation. Their ity to

physically mutate provides users with an additional
information channel that facilitates a range of new
tangible

applications including collaboration and
entertainment while enhancing familiar applicatisnsh as
terrain modelling by allowing 3D scenes to be readén a
physical-3D manner. Through a mobile 3x3 custormit bui

INTRODUCTION

Innovations in sensors and actuators allow us pdoes the
design of mobile devices that extend beyond thecsflat
display surfaces with which we are currently faaniliThe
next generation mobile devices will instead include
actuatable screens that physically mutate themsetoe
better represent their on-screen content.

Imagine for example, a mobile device that is vigual
displaying a street map and whose screen has paitlysic

prototype, we examine the design space around Tiltmutated to show the hilly terrain and buildingseTdevice

Displays, categorise output modalities and contimotuser
studies. The first, an exploratory study examinssrsi
initial impressions of Tilt Displays and probes gmtial
interactions and uses. The second takes a quamitat
approach to understand interaction possibilitieth veiuch
displays, resulting in the production of two usefided
gesture sets: one for manipulating the surfacehef Tilt
Display, the second for conducting everyday intéoas.
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both visually and physically represents the 3D ecdrhis
physical mutation facilitates effective consumptiari
multi-dimensional data by moving one informatiogdato
another modality. As a step towards realising suach
scenario, this paper builds on previous work onuated
surfaces [11, 20] and dynamic displays [9] by pnésg
Tilt Displays: a new form of display surface whose
components not only actuate but also physically til

A Tilt Display (Figure 1) is a display surface abbalf-the
size of a standard tablet (e.g. an iPad). It comsi$ a
collection of individual display components eachwdfich
can tilt along one or more axes and move verticaflyand
down (Figure 1le). This ability to tilt along mulkgp axes
distinguishes them from previous actuatable digplay

Such screen versatility opens a range of opporénior
providing an additional integrated information chahto
the user. These opportunities include: collaborai€igure
1d), terrain modeling (Figure 3a and Figure 3b),\88e0
that is beyond auto-stereoscopic 3D and tangibfaing
We can imagine many scenarios that would benedinfr
the physicality afforded by Tilt Displays; howevere first
need to establish whether users can relate to dwe n
experiences and advantages of using such a dewigs.



type of display also raises a number of uniquerattion
issues, such as the difficulties around applyinmmmnly
used multi-touch input techniques.

The primary goal of this paper is to explore thesigie
space around Tilt Displays to understand userdiaini

impressions and to examine how users may interdtt w

these surfaces. We are especially interested irusieeof
these displays in mobile contexts, as this domassgnts a
range of opportunities for exploitation. To do thige start
with a more detailed description of Tilt Displaysdasituate
them within existing literature. We describe ouotptype
display giving details of our design rationale, rtifying
factors that influence the design of Tilt Displaysd outline
example scenarios where they would be beneficial thign
describe our first exploratory user study that gegH initial
user impressions of the concept, and possibiliies
interaction. A second user study then
interactions with Tilt Displays. We finally discughis
concept and its future for construction and deplegin

The contributions of this paper are: 1) The desig
implementation of a Tilt Display; 2) A taxonomy aflt
Display output modalities, with example applicadpr8)
An exploratory user study probing initial user ri@ts to
applications and interaction possibilities; 4) Audy
examining user perceptions of interactions with hsuc
display resulting in two user-defined gestures dets
interaction: one for manipulating the display’s éihgle, the
second for performing low-level tasks with suchisptay.

RELATED WORK

Tilt Displays draw their inspiration from actuatabl
displays, shape displays and deformable displalysy Bre

also an instantiation of a multi-display environmewe

summarise previous work in these areas in thismsect

Actuatable Displays
Actuatable or ‘shape’ displays vertically move disp
surface components. Lumen [20, 21] is a low regmiut

Implementing Actuation

Researchers have employed a variety of tacticsreéate
vertically actuating visual displays. Pneumatic uatibn
employs a gas, usually air, to flood or evacuatdbers.
Harrison and Hudson [9] used a chamber-based button
system to make shapes protrude, lie flat or sirk the
display. A latex cover is used to seal over prergef
cutouts and rear projection provides the displayth w
diffused illumination used to detect touches anespure-
sensing used for continuously variable parameters.

Mechanical and electromechanical systems actuate by
moving rods using either solenoid or motor-basddadmn.

Pin arrays consist of small cylinders (a few mibitmes in
diameter) that protrude a few millimetres out ouaface.
Actuating these ‘pin’ sized tubes creates patténasfinger

can detect. Pin arrays are most commonly actuasetu

investigatessolenoids [8] or servo motors [25].

Shape Memory Alloys (SMA) are composite materiabst t
maintain their shape until heated. At a criticahperature
the alloy flexes in a particular direction. Thim*demand’
flexing is used in devices such as Surflex [6]panfi sheet
with embedded SMAs that bends according to the’'siser
input, and Sprout 1/O [7] that programmatically megents
patterns in a similar manner to when a foot leamas
imprint on carpet. Lumen [20, 21] uses SMA actuatio
raise and lower a series of wave guides to prozitieight
and colour controlled display. SMAs are also being
employed in pin-rod actuators to provide increasedje of
motion and reduced pin intervals [19].

Deformable Displays — Flexing, Bending and Stiffeni  ng

An alternative to vertical actuation is to manipeladhe

properties of a surface to emulate the feel ofiairbbjects.

The viscosity of fluids contained in pouches caraliered

by changing the surrounding magnetic field. Pagscl
suspended in the fluid form chains along the flines

altering the fluid’s viscosity. Jansen [12] usedgmeto-

rheological fluid to change the viscosity of theiulti-touch

display where each pixel has a colour value and cardisplay, while Taylor et al. [23] employed electro-

vertically actuate. Projection-based systems ared u®
increase the resolution of the display. Feelex [Ud4d an
actuator array, covered with a flexible screenptesent a
physically reconfigurable surface that was augnmih
graphics. Force sensors on each actuation rod gedve
presses to the system. Leithinger and Ishii’s Relisplay
[14] used 120 motorised pins (electric slide pdteneters
from audio mixing boards), allowing users to pushd aull
individual rods. A Lycra cover was added to provide
smooth surface when modelling terrain. Top progecti
provided visual cues. Blackshaw et al. [5] and hieger et
al. [15] continue this work by conceptually exammithe
design-space for input control
displays, describing touch input, external conémolinput
and mid-air gestural control. Our studies examirseru
perception of such input methodologies for Tilt égy/s.

rheological fluid under a rubber skin to stiffesurface.

Adjusting the tension bias of a flexible sheetwbldhe user
to feel the different ‘hardness’ of virtual objects
proportional to the sheet’'s tension [24]. Placing la&CD
below a tension sheet allows the haptic and visbahnels
to be combined in the same space. Usually, therhefibon

in these environments cannot be visually inspected.

Flexible displays provide an opportunity for pretianm the
visual data in an actuatable display. Unfortunatelile
flexible displays are capable of bending, they dbstretch.
This prevents their use as the display surface opnaf

with  shape-changing vertical actuators as upwards pressure will simmpsult in

a curved surface, rather than one that can disglay,
example, map relief. However, bend gestures using a
flexible display offers insights into alternativeethods of
input appropriate to Tilt Displays. Schwesig esgbummi



[22] suggested a range of non-WIMP interactionsngisi
bending, while Lahey et al. [13] produced a benstge
set for a display tied at two corners.

Multi-Display Environments (MDES)

Tilt Displays are a type of MDE, with each compadnan
separate display. The MDE literature describest®uls to

the ‘displayless space’ problem: stitching is comiyio
employed in desktop computing (where the cursanfig’

from one monitor to the next), other proposed teples
include mouse ether [3], where the pointer must enthe
equivalent physical distance between two displayssor
warping [4] and display selection using head tragkjl].

Studies also show that tilting a secondary dispkay aid in
minimizing the effects of visual separation [27].

Desktop-centric MDEs are generally too cumbersoore f
spontaneous physical reconfiguration. However, ipling
the user with the flexibility of reconfiguration $igroven
beneficial. Siftables [18] allow the user to reaga small
screens into user-defined configurations. Theyalitirect
interaction with digital media, with piling and Hating
gestures having a direct connection to the Siftable
content. Although we envisage Tilt Displays to ataide
attached, their ability to flexibly reconfigure theelves
will allow a range of contexts of use.

TILT DISPLAYS

What are Tilt Displays?

Tilt Displays are a new class of physically mutéalisual
feedback devices whose display components suppdti- m
axis tilting and vertical actuation. The distinchirgg feature
of Tilt Displays over previous actuatable systemgheir
ability to tilt visual components along multiple ez as
illustrated in Figure le.

Design Decisions
We made a series of conscious design decisionsg@luri
development of our prototype Tilt Display. Thesee ar
described below.

Tilt Component Surface Profiléfhe surface profile of the
actuated components, especially if they are latban a
few millimeters, will influence the raised or loveer shapes

projection, rear projection and embedded displ&mgle

source top projection suffers from shadowing issiligsng

user interaction, which can be resolved using iglti
projectors [2], although this inhibits use in mebdontexts,
and increases the system cost and complexity.

Rear projection does not suffer from shadowing, éaea,
incorporating projection within actuation comporgeris
challenging, if mechanical mechanisms are emplogedh
top and rear projection systems require pre-prings®
reduce distortion when projected onto non-plandiases.

We chose to use embedded screens to prevent thesiss
associated with projection. We selected small (3sh m
square) OLED screens—these were the smallest, lyeadi
available self-contained commercial display. Thditahal
complexity of actuating a display surface (instezfda
projection surface) was further outweighed by tbastant
non-deforming visual resolution and related expere

Method of Tilt and Actuatiortdaving settled on the display
method, we examined a number of actuation pods#sili
as discussed in the related work section. For siitypland
cost, our prototype uses small actuators, typicafigd in
model aeroplanes—these were inexpensive, robustasyd
to control. This model of actuator provides 9.1 nain
stroke—sufficient to differentiate between raisedd a
lowered components and provide approximately 308ltof
along the x- and y- axes.

Display SurfaceWhen the individual OLED displays tilt,
the edges of adjacent screens move apart, expdsig
edges of the screens and creating a variable Sizgd
between the displays (see Figure 1d and Figure Gog

option is to cover the displays with a stretchatiaterial

(such as lycra) to remove the gaps and smoothutiace

between displays. We chose not to add such a cayen

that we could explore user perceptions and anyiredju
coping strategies with variable width gaps in tieply.

Input: Tilt Displays, like their mobile device counterfsr
can support external key/button input, touchscreen
input/gestures and also potentially above-devicstuges
[15]. Touch/pressure input can be achieved by addin
touch-overlays onto the display panels; physical
manipulation of the displays can occur by replacihg

that can be conveyed when multiple components arésano motors with back-drivable models.

actuated simultaneously. These components mayr dithe
identical (e.g. uniform triangles) or non-identicéd.g.
circles with space-filling diamonds). Selection the size
and shape will be
applications and the choice of display method. Wkeke

the square 34mmx34mm surface profile of our display bias from the

provides an ideal platform for evaluation (suffitily sized
components to expose issues such as the size eiskar
gaps) while supporting our chosen display methaek (s
below).

Our prototype Tilt Display does not explicitly sugp
input. The literature reports sevenabssible methods of

intertwined with the envisioned input, but does not report user perception of theethods.

To solicit uninhibited user suggestions (and toicwany
implementation), we chose against
implementing all possible forms of input.

Prototype Construction
To validate the feasibility of Tilt Displays, to @&mine
users’ perceptions and understand how people might

Display Method: There were three feasible choices for jnteract with such a device, we implemented aniaihit

producing the visual output for our Tilt Displayopt

prototype system. The system is in between the cize



typical mobile-device and a tablet, having a foitpiof
120x120 mm. It is light enough to be picked up hettl in
a similar manner to a mobile phone (see Figureantblc).
The prototype display is illustrated in Figure 1.

Our prototype consists of a 3x3 array of 34mmx34mm
OLED screens (4D Systems OLED-128-G1), with
resolution 128x128px, each mounted on three aawiato
(Spektrum AS2000L) to provide both vertical actoatand
tilting along the x- and y-axes (Figure 1le). A $ing
module’s construction is illustrated in Figure 2heTl
actuators have a stroke of 9.1mm. Each module seda
around a small, interlocking 3D-printed block. Eaifithe
displays and actuators are individually addressabid
independently configurable.

= <«— OLED Display

Supporting plates —p ——

_———

| g
Data cables ——===paifni®— Actuation rods

S e e

—— = -«&— Servo motors
3D printed —p-F
base block

Figure 2: Prototype construction

The prototype Tilt Display is controlled using atM®S
XC-1A microcontroller (www.xmos.com/xcla), with

may not have sufficient technical understandingaoectly
interpret their meaning. Tilt Displays are advaetags over
vertical actuation in this scenario as they canleasd
more accurately represent sloped surfaces, subligsnd
mountains (Figure 3a and Figure 3b). Users canrblibis
additional information by passing their hand ovee ilt
Display or by visibly observing the peaks and tioaigh the
terrain. This type of route-finding is particulaygeful for
wheel-chair users, cyclists, and the elderly whahwio
choose an appropriate route based on surface gtadie

Partially sighted persons can also make use ofiterr
modelling. For example, by illustrating steps alugpss, the
physical output can help the user to find a suitailute.
Tilt displays provide a mechanism for physically
representing a scaled version of the environmemtidang
the need for users to translate crude tactile faektfrom
vibration motors into visualisations of the envinoent.

v

(@) (b) (©

Figure 3: (a, b) Example of terrain modeling, withmountains
raised around a lake (c) Four-way colllaboration

3D Fixed Mode: Static Physical State/Dynamic Visual State

commands issued via serial control from a PC. TheThijs modality pre-sets the physical configuratioh tioe

microcontroller continually sends PWM signals widm
appropriate duty cycle to each of the 27 actuat@g.
varying the PWM duty cycle at different rates, #wuators
can also move at different speeds, up to a maximéim
20mm/sec. The microcontroller also maintains the
appropriate display by instructing each OLED to wgho
images or videos from their on-board micro-SD card.

Visual display
Static Dynamic
Physical Static 3D model 3D fixed mode
movement | Dynamic| 3D movement 3D video

Table 1: Tilt Display output modalities

Output Modalities

Tilt displays offer four primary modalities of us&hich we

classify based on the coupling between the visisplay

and physical movement. This classification is shown
Table 1 and described, with example applicationevbe

3D Modelling: Static Physical State/Static Visual State

Once configured, the physical and visual statesahem
constant. 3D modelling allows physical three-dinmensl
data to be represented in a physical 3D manner.

3D Terrain modelling provides users with an addiio
information channel that is difficult to represeumting a
traditional 2D display. Contour lines are often leded
from electronic street maps to aid clarity and beeausers

display and then allows user interaction with thsual
content. This is useful in collaborative situations

In mobile contexts, users are often seen rotatimgaading
their mobile device to a peer to share on-screarteo,
such as photos or videos. Tilt Displays facilitakaring by
tilting a portion of the screen towards a secoraver (see
Figure 1d). A primary user with a ‘private’ viewud then
only push selected images or content to the remaiofthe
display. Four people can also be accommodated by
appropriate screen tilting (Figure 3c).

3D Movement: Dynamic Physical State/Static Visual State
Physical movement can play an important role inveging
information. For example, a 2D image of a flowemn ca
‘come to life’ by a slowly animating the raising ttie
petals (Figure 1). A sensation of gradient can teated
using the same effect: a photograph taken at stesel
looking up a hill can be animated with slowly tikj
forward screens to give the impression of an ubpshibe.

This same physical movement also provides the appity

to explore a new gaming dimension—that of tangible
entertainment in mobile contexts. Tilt Displays \gballow
users to add simple tangible objects, such as # fmaan
ball, onto their display and then with careful nmanation

of the actuation components the tangible objeclisrall or
slide across tilted screens.



3D Video: Dynamic Physical State/Dynamic Visual State

discussion regarding both the positive and negatspects

3D video couples a continually changing physical of the prototype display.

movement with dynamic on-screen visuals. The most

striking example of this modality is a video stredinat
incorporates 3D height information.
information is becoming more common with 3D
cinematography and cheaply available depth caméras.
example is a low level fly-over of a route on a map the
visual content passes by hills or buildings the gitsl
surface protrudes from the display to show the hteaf
passing objects (see accompanying video figure).

Support of this modality is also crucial for futunteractive
applications: if a map were panned or zoomed tlee wil
see both the visual and physical representatioasggh

Concept and Prototype Evaluation
After the Tilt Displays’ construction, we informmll
demonstrated the device to many groups of peopleh e

Gathering depth

1. Flat screen, beach image (Figure (B&) Model)

2. Collaboration for 2, 4 and 8 people (Figure3a),(3D Fixed Mode)
. Vertical actuation, terrain and buttg3® Fixed Mode)

. Map terrain (Figure 3a, (3D Model)

. Uphill and downhill visualizatio8D Movement)

. Flower petals raising (‘coming to life’) (Figutds,c)(3D Movement)
. Terrain flyover(3D Video)

~N o o0~ w

Table 2: Tilt Display applications demonstrated

The session was conducted in an open meeting radti,
the prototype set on a tall table in the middleanfopen
space. All 11 participants saw the demonstratiorthat
same time. Each application was shown twice with al
participants having the opportunity to experiendes t
demonstration from the ‘front on’ position. The sem
structured interview was video-recorded. Each pigdint

time receiving comments and suggestions on possibleeceived a movie ticket to compensate them for tivaie.

applications and ideas for improvement. For thelwgian
of Tilt Displays we believe it is important to cape these
first impressions and explore users’ first readtiarsing
each of the four output modalities described ingrevious
section. To do this we carried out a user studyinitmal
impressions and applications of Tilt Displays.

EXPLORATORY STUDY 1: |IMPRESSIONS AND
APPLICATIONS

Following a user-centered design approach, we adedua
study to gather initial impressions and to explpotential
uses of Tilt Displays. Participants experiencechage of
applications in each of the device’s output mogsit We
wanted to assess the effect of independently dil@md
actuating the screens, investigate how people wiotgdact
with Tilt Displays and how they perceived the vhleagaps
in between the screens, both visually and for autiéon.

Participants

We recruited 11 participants who varied in gendérrpale,
1 female), age (25 to 39), and background (8 tecthnB
non-technical). Almost half of these participarisl() had
previously participated in evaluations of the MinaiM[17]
or thepass-them-aroungiL6] prototypes and had therefore
witnessed and interacted with a system that allpagple
to tile displays together. This mixture of partiips
ensured we had feedback from early and late teolgol
adopters and from people who had and had not prshio
encountered new and novel forms of displays.

Method

The study consisted of three parts: an introductithe
prototype’s demonstration and a semi-structureerifgw.
We first gathered the participants’ background finfation
and explained the primary goal of the study. Wenthe
demonstrated a range of applications with the Disiplay
(see Table 2). Finally, we conducted semi-structure
interviews with the participants where we askednthe

RESULTS

We adapted the standard affinity diagramming me{i©d
to analyse the data from the semi-structured irgars. We
grouped together participants’ main reactions te Tilt
Display into four categories. We interleave ourcdision
with participants’ comments (italicised).

Tilt Displays as a New Form of 3D

In general, participants were very positive abdwd Tilt
Display concept. Their first impression was to asge Tilt
Displays to a new method of presenting and consgirBin
content: “For me it's like watching a 3D movie without
wearing 3D glasses[P7]. Participants immediately valued
the advantages of Tilt Displays over other 3D conte
“This visual presentation is very important. (...) &hyou
wear a 3D glass, it takes some time for your btair{...)
get a real feeling. But if you have this kind cfpay then
it's very good” [P2]. Participants envisioned wide
application of the technology, for example in avéleagent:
“You don’t need to go to Hawaii, just experience[P8].

Participants immediately linked the Tilt Display tdher
forms of 3D displays, such as those used in cinemas
Participants liked and noted the reduction in ctigmiload
that the physical 3D representations required terjmet
compared to glasses-based 3D displays. These linitia
comments confirmed our impressions that Tilt Digplare

a viable method for physically presenting 3D infatian.

Movement Conveys Additional Information

The movement of display components played an iraport
role in conveying an additional information layér.some
scenarios, observing the physical movement conveyae
information that the final rendered position. Witiference

to the dynamic movement of a flower ‘coming to lifene
participant said‘For me, the movement itself conveys more
information. (...) The movement itself is compelfimghow

series of open-ended questions and encouraged opesur vision system works in our mindg?9].



For this same reason, participants were positivauathe Participants also discussed the trade-off between
use of vertical actuation to display high prionitysitions of  performing gestures across all screens, and usisigge
interest. For example, clickable areas of a mapewer screen that would control all other scre€i#sswipe could
highlighted by raised tiles. Participants also apfated and  go through several screens (...) sometimes you nught
understood the use of movement to inform navigatime use one screen for swiping, but if you want to arge
demonstration showed the view of a street lookipgilu pictures then you can do reverse swipes acrossrélift
Slowly tilting the displays towards the user hace th screens.”[P9]

immediate effect of conveying the street’s gradiéit's a
good way to direct yourself and where to go, what the
directions and things like thaffP4].

The varying size bezels gaps between the screests al
influenced opinions on interaction. Some partictgan
foresaw the bezels hindering interactiéit’s impossible, |
think (to swipe uphill or downhill with the gapsJP1].
Other participants saw the bezels as an opportuoity
interaction—covering the gaps with a stretchabldenfa
(e.g. lycra) would create visual continuity betwetite
screens and also create an interaction surfddée
stretchable material could also be touch sensither. the
visuals, the material would smooth the gaps, butoitld
(...) also become part of the interactiorfi?9]

Orienting Displays for Collaboration

Participants were positive about the usefulnessthaf
collaboration mode and could easily foresee usingpi
share content on their device. They discussed akver
aspects of Tilt Displays that would impact theicaess for
collaboration: size, distance, number of displaps she
orientation. At the start of the conversation, ggrants
reflected on the screen size required for -effective
collaboration, reaching a consensus that a tatdetts We believe that the bezels play an important raleTiit
device would be most appropriaté:think it's only good Displays. Participants did not mention the bezets a
on tablets or maybe big screens, because if we lave hindering their perception of the visual displayutBit
smartphone with a small screen it's not suitable[tbat]. appears that these gaps play an important rolehén t
At least 7 or 10-inch screens[P1], “Using tablets for  perception of movement and thus how we extract the
presentation while having 8 people there, that \lobé  additional (3D) information from Tilt Displays. Bafe
really good. It would be fantastic to do thafP11] filling the gaps with Lycra for smoother interactjo
consideration should be given to the role theses gy in

By the end of the session, participants had alsotioreed ; o
y P P I the perception of movement and direction.

the distance from the display and the number ot Ti
components as important factors that would infleenc
whether Tilt Displays would be suitable for
collaboration’[The experience]would depend on how far
you are looking from” [P10], “It depends on the
application, but the greater the number of screethg
greater the experiencgP7].

Summary

This user study found participants were positiveuabTilt
Displays and were enthusiastic about their prakctica
applications. One aspect that induced much disocussas
that of (input) interaction. The issue of ‘how best
interact’ was present from the design stages of our
Participants also concluded that, regardless ofsthe of prototype Tilt Display. To examine this issue fenthwe

the Tilt Display (mobile phone or tablet), they udplace conducted a second user study to explore user gt@ns

the device on a horizontal surface to allow usersit or on methods of interaction.

stand around. In this way, individual displays gooups of INTERACTING WITH TILT DISPLAYS

displays) can be tilted towards different locations There are two fundamental interaction issues thgtire
evaluation before such displays could be deployeckal-
world contexts. First, how would users manually
manipulate the tilt of actuation components andosdc
how would users perform commonly required acticugh
as panning and zooming on non-flat surfaces. Tlwese
issues do not arise in static, flat displays.

Three Methods of Interaction with Tilt Displays

The physically dynamic nature of Tilt Displays meahat
traditional touch-screen interactions will not afsabe
practical, such as when the display is in a convex
configuration. Throughout the study we asked pigdiats

to consider how they would interact with such aidev
Three types of interaction emerged: touch gestuti&sct We wished to derive user impressions of how such
manipulation of the screens and gestures aboweisp&y. interactions should take place on these typesdtds. To

do this, we chose a methodology similar to Wobbreicl.
[26] by providing users with a series ofitial and end
states and asking them to provide appropriate gEstio
achieve the required transformations. This allowed
participants to conduct their own interactions,hwiit the
restrictions of technical limitations, that they Itfe
appropriate to achieve the goal. To summarise qpatits’

Almost all the participants mentioned some kindtafch
input, either by performing touch gestures on theeen
(e.g. swipe) or by physically pushing the screemsrd One
participant described the physicality of interastid(l
would interact) by tilting the displays, by pushimgth
different strengths and really doing the tilt assinow, but
with my hands'TP9].



input we derive two user-defined gesture sets. @iir
methodology is outlined below.

Participants

We recruited 12 participants (four female), witmaan age
28.3 years. Ten had previous experience with t@ecben
based gestures and ten had previous experiencemidkh
air gestures (e.g., those captured by an XBox Kjnec

Experimental Design and Methodology

tasks assume that an appropriate region of theeiscie
already selected (selection is investigated infdtiewing
set of tasks). The state changes tested are smoWabie 3.

Interaction with Tiltable Surfaces

We also wished to investigate how users might perfo
common low-level interactions with tilted surfacéale
selected panning, scaling, rotating and area sefecs
gestures that may require re-designing on non-plana
surfaces. We then provided participants with aeseof

We used the same methodology (and participants) taon-flat screen configurations and asked them tdopa

investigate both tilt manipulation and the intei@ctwith
tilted surfaces. All participants completed thet til
manipulation tasks first.

We used a series of cardboard mock-ups to allowsuse
pick-up, feel, push, pull and manipulate in any mento
avoid any limitations or preconceptions that accanigd
our prototype. For each task, participants wers §hown,
using the cardboard mock-ups, the initial statthefscreen,
followed by the final state of the screen. They avéren
asked to hold a mock-up device in one hand ancdpara
single-handed gesture with their other hand. Thés wo
simulate what would be possible in a mobile deciostext.
Users were free to change the hand they held thieale
with during the study.

For each task we asked participants to perform raaco

gesture and then a mid-air gesture. Contact gesture

required one or more fingers to be in contact aitly part
of the device—either on or around any part of tbeen.
These two classes of gestures align with thoseesgpd in
user study one, with contact gestures encompadsitiy
on-screen and screen manipulation gestures.

an appropriate gesture to achieve each of theriguired
tasks. The screen configurations are describeciier4.

#  Description # Description

1. Flat screen 6. Concave

2. Tiltleft 7. Convex

3. Tiltright 8. Vertically raised section

4.  Tilt forward 9. Vertically lowered section

5.  Tilt backward 10.  Step:

Table 4: Surface configurations for interaction tags

Results

We analysed of our results by first calculating iedween
participant agreement of the gesture sets and fitwan
extracting a user-defined gesture settfthtrmanipulations
and interactions We then summarise the participants
subjective preferences.

Tilt Manipulations

Each participant provided a contact and a mid-astgre
for the 10 tilt manipulations, providing a total df20
observed gestures (12 users x 10 manipulationgedan
the participants’ interactions, we extracted a aedined
gesture set for the 10 manipulation tasks in T&8blehis set
is depicted in Figure 4. All interactions are midgestures

Participants were asked to consider their gesturegxcept for tilting the screen backwards, where siser

independently from other tasks they had performesl (
participants did not have to concern themselvesh wit
gesture uniqueness). Users were also encouragetbtto
think about any technical limitations of implemengti or
detecting their actions. Finally, before movingthe next
task, we asked participants to pick which of theo tw
gestures they preferred. All sessions were videorded.

We used two sets of initial and end stateme set for the
tilt manipulations, the other for the tasks thatjuieed

interaction with a tiltable surface. The followingyvo

sections describe these task sets.

# Start End # Start End
1. Flat Tilt right 6. Tilted right Flat
2. Flat Tilt left 7. Tilted left Flat
3. Flat Tilt forward 8. Tilted forward Flat
4, Flat Tilt backward 9. Tilted backward Flat
5. Flat Raise 10. Raised Flat

Table 3: Physical state change tasks

Tilt Manipulation

This set of tasks required the participants to quenf
gestures to take the display from one physicalestat
another (e.g. for configuring a collaborative modE)ese

preferred an on-screen swipe.

The selected interactions are those that had teatept
agreement between participants for that task—high
agreement values indicate many participants selettte
same gesture for a task, low agreement indicatEsge
diversity in the selected interactions. The agregmalue,

A, is calculated as [26]:

Pl

T F Pr |Pt|

A=
u
Wheret is a task in the set of all tasks,P; is the set of all
proposed interactions for tagkP; is a subset of identical
interactions fronP,. An agreement value of 1 indicates
complete agreement between all participants.

Figure 5 shows the agreement values between thargss
that participants chose for each task. Many ofrtig-air
gestures showed strong agreement, while contaedbas
gestures showed greater diversity.



The gestures that emerged for several of the taske
identical. For example, a mid-air downward push Weas
accepted gesture for lowering a raised screeneffiiaiy the
screen from a forward tilt and flattening the soré®m a
backward tilt. Because all of these tasks requieedcreen
to end in a flat state, there is no conflict or &by in

using the same gesture for multiple tasks.

Figure 4: User-defined gesture set for tilt maniputions. Left

to right: raise screen; lower screen & flatten frombackward

or forward tilts; tilt right (right hand) & flatten  from left tilt

(left hand); tilt left (left hand) & flatten from r ight tilt (right
hand); tilt forward; tilt backwards.

Figure 5: Agreement between participants' gesturefor tilt

manipulation
Panning  Scaling

CB Abv. CB Abv. CB Abv. CB Abv.
1. Flat Screen FS FS P P T T TP TP
2. Tilted left FS FS P P T T TP TP
3. Tilted right FS FS P P T T TP TP
4. Tilted forward FS FS P P T T TP TP
5. Tilted backward FS FS P P ' T T TP TP
6. Concave FS FS P P FR T TP TP
7. Convex FS FS P P FR T TP TP
8. Vertically raised section FFS P P T T TP TP
9. Vertically lowered secton FS FS P P T T TP TP
10. Steps T FS P P VFS| T TP TP

Key: FS=1-Finger Swipe, P=Pinch, T=2-Finger Twig=Trace Path, FR=1-
Finger Rotate by dragging corner, TSE=Touch Stafguch Enc
VFS=Vertical Finger Swipe.
Table 5: User-defined gestures (CB = Contact Basegbsture,
Abv = Above screen gesture)

Interactions

Each participant provided a contact-based and aainid
gesture for the four tasks on 10 different surfagdsng a
total of 960 observed interaction gestures. Gesttoek a
variety of forms, but were heavily biased towafusse that
physically acted on the required objects.

For each surface/task pair, we grouped identit¢aldations
and listed the most common in Table 5. We alsoutatied

agreement values between the user-provided iniensct
for each task on each surface. The interaction e

highest agreement for each surface/task pair aadeshin

the table (those pairs without shading had equadeagent

values). The interactions in bold show those witial the

greater overall user preference (no bolded valaécates

preferences were evenly split).

Figure 6 depicts the user-defined gesture sebritains no
overlap in interactions for different tasks; thejonidy of

gestures selected by participants are identicatfersame
task across different surfaces. The interactionsevedten
identical for both the contact-based and mid-aénseios.

Figure 6: User-defined interaction set. From leftpanning,
scaling, rotating and selection. Contact-based geses were
used for planar displays, mid-air gestures of theaame nature

were used for non-planar surfaces.
Regardless of the tilt angle, an identical gessateemerges
for each of the planar surfaces (lined)l On-screen swipe
and pinch gestures are preferred and show greatest
agreement for panning and scaling respectively, lewhi
rotation is performed using two-finger twists andtlp
tracing used for selection (again with preferencesl
agreement towards contact-based gestures). Partisip
noted that when either gesture was practical, thegied to

Rotating _SelectionPrefer on-screen gestures due to the inherentletacti

feedback that is present.

When using uneven or non-planar surfaces, partitipan
general had a greater preference for mid-air gest(ines

6 10). For panning and scaling, swipe and pinch gestu
again showed the greatest agreement, with prefesetiis
time for abovethe screen versions. Participants employed a
wide range of contact-based rotation gestures fam- n
planar surfaces. However, they showed a unanimous
preference for an above-screen twist gesture. Patiing
was preferred for non-planar selection, with thetipalar
surface influenced preference of on- or above-scree

The close correlation between contact-based andeabo
screen gestures demonstrates users’ preferences
extrapolate their knowledge of current on-screesiuges to
the mid-air realm. This reduces the users learrang
memory requirements and is important for developsrs
gesture sets for these types of devices.

DISCUSSION

to

Device Size and Size of Tilt Components

This work focussed on our prototype Tilt Displatths
sized between a mobile device and a tablet. Wesemvi
this footprint to approximate the ideal size folt Displays.



However, there remains the question of device bdila
and the impact that has on the size of tilt comptse

Larger, table-scale implementations of these dysptaight
be desirable for some of the applications outlieedier.
This then poses questions about the size of abieata
components (should they also scale in size?) anethgh
the stroke of the actuators must scale with anrgeth
surface. To achieve the same flower effect on gelar
surface would require the outside petals to mowhéu
away from the originating surface.

All Tilt Displays also lie on a continuum that debes the
area of each actuation component. The extreme casge
from each individual pixel tilting and actuating @osingle,
whole device tilt. Single pixel tilt and actuatiomould
provide high precision and likely come at very higbst.
Whole device tilt and actuation opens a range
opportunities for multi-device collaboration: oneich
example might be for users to place their mobileiais
together to form a large Tilt Display.

User Studies

Influence of Prior Knowledge and Familiarity

All but two participants indicated that they hadiopr
experience with multi-touch input and 3D input dm&. In
the exploration of tilt control, we observed a dseerange
of gestures for the required input. In the intdmacistudy,
users reverted back to more familiar, already known
gestures. Although we encouraged users to experiwién
and employ any kind of gesture participants mayehav
struggled to remove themselves from what they mitges
as ‘common knowledge’. However, we can also ingtrpr
these results as the participants believing tregelgestures
are the most appropriate for the required actions.

Gesture Sets and Compound Gestures

In User Study 2, all gestures were provided usirgingle
hand, based on the assumption that the remainimg ha
would be used for gripping the device. While alstyees in
the interaction set can be performed with eitherdhdahe
tilt manipulation set contains two gestures tha arost
comfortably performed with a particular hand (theright
and tilt left gestures using the right and left d&n
respectively). While in isolation there is littlessue with

Participants of the first study mentioned that theuld see
Tilt Displays being used to display 3D images omabile
phone or to enhance the experience of watching en8ide
at home using larger and more screens.

Tablet-Sized Tilt Displays:Our first user study also
indicates that while mobile phone sized Tilt Digfsleare
suitable to present information to individual usexdarger
tablet sized device would be better positionedujgpsrt all
the interaction modes we created, especially
collaboration. Participants felt that a tablet siZi¢ Display
would allow subdividing the screen so that fourrasmuld
comfortably gather around the device and start
collaborating and sharing information. By placiree tTilt
Display on a horizontal surface, its individual esms
would transition between a flat mode where everybod
would look at the same tiled display and a collative
mode with separate views for each user.

for

Bezels Convey InformationParticipants disliked bezels
when performing continuous touch gestures (as aggic
but surprisingly they did not complain about thezdie
visually breaking an image. Instead, they commentethe
importance that the gaps and bezels play in theep&pon
of elevation and movement. Participants also sugdebat
Tilt Displays could be used for navigation as tlapgand
the movement could more clearly show which diraciou
have to go to by taking a quick glance at the digpl

Manual Tilt Manipulation: Participants showed a clear
preference for ‘copy me’ style interactions whennonally
manipulating the display’s tilt. Their 3D hand pasi
indicated how the screen should mutate. This intena
style is simple and easy for new users to learn.

Interaction on Non-planar SurfaceRarticipants showed a
strong preference for alternate interaction for -level
tasks on non-planar surfaces. We derived a uséanedefet

of mid-air gestures that translated common on-scree
interactions to their above-device equivalentsti€ipants
were keen for the same touch actions they applieglanar
surfaces to scale to mid-air gestures above namapla
surfaces. Mobile devices will soon contain deptmeeas,
mean recognition of such gestures will not be dierm.

this, when users are performing compound gesture$SONCLUSION

(multiple gestures one after another) then contipua

This paper has introduced Tilt Displays, a new tyge

swapping the interaction and gripping hands will be actugtaple _di_splay that co_mbines vis_ual feedback toth
tiresome. Further work is needed to address congpounMulti-axis tilting and vertical actuation. We preged an

gestures and how users perform such actions.

Design Implications

Tilt Displays for 3D ContentBased on the results of the
first user study, participants easily related tee tilt
Display concept. Users felt that the actuatablecests
created a new form of 3D that was much more eveeati
than existing 3D displays. A clear advantage thas wften
mentioned by the participants was that of visuadjsBD

information without the need to wear 3D glasses.

exploration of the design space around Tilt Display
through two user studies. The first found positivger
attitudes towards this new type of display, withtiggpants
immediately seeing the benefits in the physicalogifput.

The second user study examined interaction posbil
with such a display. It resulted in the generatantwo
user-defined gesture sets: the first to manipulagetilt of
the display, the second to interact with displayse of six
gestures were employed to control all facets df ditd



actuation. The second set, for the low-level intBoas of
panning, scaling, rotating and selection, found tigers
prefer on-screen gestures for planar surfaces,nhdtair Gestures in Mobile Devices with Flexible Electronic

versions of the same gestures for non-planar cor#tgpns. Paper Displaysin CHI '11. Vancouver, Canada: ACM.

This demonstrates users’ ability_ o ‘_sca!e up’ tthei 14.Leithinger, D. and Ishii, HRelief: A Scalable Actuated
knowledge of gestures to the domain of Tilt Disglay Shape Displayin TEI 2010 Cambridge, Massachusetts,
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